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Abstract

Some clausal form transformation algorithms used in
SAT solving cannot be used in MaxSAT solving because
they preserve satisfiability but do not preserve the minimum
number of unsatisfied formulas. In this paper we define
three different MaxSAT clausal form transformations, in-
spired on the transformations applied in SAT, that derive
a multiset of clauses ψ from a multiset of arbitrary proposi-
tional formulas φ in such a way that the minimum number
of unsatisfied clauses in ψ is equal to the minimum number
of unsatisfied formulas in φ.

1 Introduction

There has been tremendous progress in theoretical and

applied aspects of the MaxSAT problem over the last

decade. As a result, there are now a number of competi-

tive solvers that are able to solve challenging optimization

problems in different areas (see e.g. [1, 2, 3, 4, 5, 6, 7, 9,

10, 11, 12, 13, 14, 18, 19, 20, 21, 22, 23] and the references

therein).

MaxSAT solvers require the input to be a multiset of

clauses, and return an assignment that minimizes the num-

ber of unsatisfied clauses in the input multiset. However,

many problems in real-world applications are encoded as

a set of propositional formulas which are not necessarily

clauses. Such encodings cannot be solved with modern

MaxSAT solvers. Thus, some kind of clausal form trans-

formation is needed to solve them.

In SAT, there are a number of algorithms that transform

a set of arbitrary propositional formulas into a satisfiabil-

ity equivalent set of clauses [24, 25]. Thus, SAT solvers

requiring the input in clausal form can decide the satisfia-

bility of a set of propositional formulas by using those algo-

rithms. Unfortunately, some clausal form transformations

used in SAT are not valid in MaxSAT. The reason is that

they do not preserve the minimum number of unsatisfied
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formulas in the input set of formulas. It is therefore impor-

tant to analyze if existing SAT clausal form transformations

are valid in MaxSAT, as well as to investigate how they can

be adapted to deal with MaxSAT instances when they are

not valid.

In this paper we address the problem of deriving a multi-

set of clauses ψ from a multiset of arbitrary propositional

formulas φ in such a way that the minimum number of

unsatisfied clauses in ψ is equal to the minimum num-

ber of unsatisfied formulas in φ. Thus, by deriving such

cost-preserving multisets, we provide a way of solving the

MaxSAT problem of a multiset of arbitrary propositional

formulas with MaxSAT solvers in which the input is re-

quired to be a multiset of clauses.

We define three different MaxSAT clausal form transfor-

mations. The first transformation adds an additional step

to the direct SAT clausal form transformation based on ap-

plying logical equivalences. The second transformation is a

variant of the first one that has the advantage of producing

more compact encodings. The third transformation avoids

the combinatorial explosion of the other transformations by

introducing auxiliary variables to rename subformulas.

As in SAT, we can make the distinction between

MaxSAT and non-clausal MaxSAT. The former is to find an

assignment that minimizes the number of clauses that can

be unsatisfied in a given multiset of clauses. The latter is to

find an assignment that minimizes the number of formulas

that can be unsatisfied in a given multiset of arbitrary propo-

sitional formulas. In this paper, it is clear from the context

when we refer to MaxSAT or non-clausal MaxSAT.

MaxSAT is also defined as the problem of finding an as-

signment that maximizes the number of clauses that can be

satisfied in a given multiset of clauses. This definition is

equivalent to the one in the previous paragraph, because the

assignments that maximize the number of satisfied clauses

are also the assignments that minimize the number of unsat-

isfied clauses. We prefer the minimization version because

modern MaxSAT solvers find optimal solutions by minimiz-

ing the number of unsatisfied clauses.

The paper is structured as follows. Section 2 defines ba-

sic concepts. Section 3 defines and discuss different ways

of transforming multisets of propositional formulas into
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MaxSAT clausal forms. Section 4 gives the conclusions.

2 Preliminaries

Given a set of variables {x1, . . . , xn}, a literal is a vari-

able xi or its negation ¬xi. A weighted clause is a pair

(c, w), where c is a disjunction of literals and w, its weight,

is a positive integer or infinity. If its weight is infinity, it

is a hard clause (we omit infinity weights for simplicity);

otherwise it is a soft clause. A Weighted Partial MaxSAT

instance is a multiset of weighted clauses.

We represent MaxSAT instances using multisets instead

of sets because repeated clauses cannot be collapsed into

one of such clauses as in SAT. Clauses can remain repre-

sented by the set of its literals because repeated literals can

be collapsed into one literal without affecting the preserva-

tion of the minimum number of unsatisfied clauses.

A truth assignment assigns to each variable either 0 or 1.

It satisfies literal xi (¬xi) if xi evaluates to 1 (0), weighted

clause (c, w) if it satisfies a literal of c, and a multiset of

clauses if it satisfies all its clauses. The weight w is the

penalty of violating clause c. When all clauses have the

same weight, their weights are omitted.

The Weighted Partial MaxSAT problem, or WPMaxSAT,

for an instance φ is to find an assignment that satisfies

the hard clauses and minimizes the sum of the weights of

the unsatisfied soft clauses. The most common subprob-

lems of WPMaxSAT are the following: Weighted MaxSAT

(WMaxSAT), which is WPMaxSAT without hard clauses;

Partial MaxSAT (PMaxSAT), which is WPMaxSAT when

all the soft clauses have the same weight, and MaxSAT,

which is PMaxSAT without hard clauses.

3 Clausal form transformation

This section defines three new MaxSAT clausal form

transformations. For ease of presentation, we first consider

only unweighted formulas. In the last subsection, we ex-

plain how such transformations can be extended to deal with

weighted, soft and hard formulas.

3.1 The direct MaxSAT clausal form transforma-
tion

For each formula in a multiset of propositional formu-

las φ, we can derive its conjunctive normal form (CNF) with

the procedure below, where the uppercase letters A, B and

C denote propositional formulas.

1. Remove all the occurrences of the implications using

the following rules:

(A→ B) � (¬A ∨B)

(A↔ B) � (¬A ∨B) ∧ (A ∨ ¬B)

2. Reduce the scope of negation until negations appear

only in front of literals using the following rules:

¬¬A� A

¬(A ∨B) � (¬A ∧ ¬B)

¬(A ∧B) � (¬A ∨ ¬B)

3. Derive a multiset of conjunctions of clauses using the

following rules:

A ∨ (B ∧ C) � (A ∨B) ∧ (A ∨ C)
(A ∧B) ∨ C � (A ∨ C) ∧ (B ∨ C)

4. Remove clauses containing a literal and its comple-

mentary, because they are tautological.

In SAT, the obtained conjunction of clauses obtained in

step 4 is usually represented by a set of clauses, where each

clause is interchangeably represented by the disjunction of

its literals and the set of its literals. In the following, we

refer to such a set of clauses as direct SAT clausal form.

Example 1. Let φ = {(¬x1 ↔ x1) ∧ (¬x2 ↔ x2),¬x1 ∨
x2} be a multiset of propositional formulas, containing

the formula (¬x1 ↔ x1) ∧ (¬x2 ↔ x2) and the for-

mula ¬x1 ∨ x2, which is already in CNF. Applying the

above procedure, we get that the CNF of the first formula

is x1 ∧ ¬x1 ∧ x2 ∧ ¬x2. Thus, the SAT clausal form

of φ is {{x1}, {¬x1}, {x2}, {¬x2}, {¬x1, x2}}, which is

{x1,¬x1, x2,¬x2,¬x1 ∨x2} when clauses are represented

by disjunctions of literals instead of sets of literals.

If we look at the resulting multiset of clauses of Ex-

ample 1 as a MaxSAT instance, then an exact MaxSAT

solver will conclude that the minimum number of unsat-

isfied clauses in the clausal form of φ is 2, because we

can derive a contradiction from {x1} and {¬x1}, and an-

other from {x2} and {¬x2}. However, the minimum num-

ber of unsatisfied formulas in φ is 1. Hence, the described

SAT clausal form transformation is not valid in MaxSAT,

because it preserves logical equivalence between the input

multiset of propositional formulas and the resulting multi-

set of clauses but does not preserve the minimum number of

unsatisfied formulas. In other words, it is not cost preserv-
ing.

To overcome this drawback we add an additional step to

the previous procedure. We start by considering the CNF of

each input formula as a conjunction of clauses C1 ∧ C2 ∧
· · ·∧Cm and then impose that exactly one contradiction can

be derived when at least one of such clauses is unsatisfied.

To this end, we must derive a multiset of clauses from C1 ∧
C2 ∧ · · · ∧ Cm by applying the following cost preserving

rules:
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R1: A ∧B � {A,¬A ∨B}.

R2: ¬(A ∨B) � {¬A,A ∨ ¬B}.

R3: {A,B} ∨ C � {A ∨ C,B ∨ C}.

In the following, we refer to the multiset of clauses obtained

by applying R1, R2 and R3 as direct MaxSAT clausal form.

The correctness of these rules is easy to prove. The next

proposition proves the correctness of R1. Note that trans-

forming A ∧B into {A,B} is not cost preserving.

Proposition 1. LetA andB be propositional formulas. The
minimum number of formulas that can be unsatisfied in A∧
B is equal to the minimum number of formulas that can be
unsatisfied in {A,¬A ∨B}.

Proof Assume that I is an assignment that unsatisfies A ∧
B. Then, I unsatisfies exactly one formula of {A,¬A∨B}
becauseA and ¬A cannot be simultaneously unsatisfied and

{A,¬A ∨ B} is only satisfied when A and B evaluate to

true.

Assume now that I is an assignment that unsatisfies

{A,¬A ∨ B}. Then, either I unsatisfies A or I satisfies

A and unsatisfies B. In both case, I unsatisfies A ∧B.

Since the number of unsatisfied formulas is preserved for

every assignment, it follows that the minimum number of

unsatisfied formulas is also preserved. �

Example 2. Given the formula (x1∨x2)∧ (x3∨x4), which

is already in CNF, we convert it to a cost preserving multiset

of clauses as follows:

(x1 ∨ x2) ∧ (x3 ∨ x4) =R1

{x1 ∨ x2,¬(x1 ∨ x2) ∨ (x3 ∨ x4)} =R2

{x1 ∨ x2, {¬x1, x1 ∨ ¬x2} ∨ (x3 ∨ x4)} =R3

{x1 ∨ x2,¬x1 ∨ x3 ∨ x4, x1 ∨ ¬x2 ∨ x3 ∨ x4}

Note that the direct MaxSAT clausal form is larger than the

direct SAT clausal form.

3.2 The improved MaxSAT clausal form transfor-
mation

A way of improving the previous transformation is by in-

troducing auxiliary variables in the direct SAT clausal form.

As a result, we obtain a more compact MaxSAT clausal

form that is a Partial MaxSAT instance.

Definition 2. Let φ = {A1, . . . , Am, . . . , An} be a multi-

set of propositional formulas such that A1, . . . , Am are not

clauses and Am+1, . . . , An are clauses. Let yA1 , . . . , yAm

be auxiliary propositional variables. Let CF (Ai) =
{Ci

1, . . . , C
i
ri} be the multiset of clauses of the direct SAT

clausal form of Ai for i = 1, . . . ,m. The improved

MaxSAT clausal form of φ is the Partial MaxSAT instance

that has as hard clauses the multiset

m⋃
i=1

{Ci
1 ∨ ¬yAi , . . . , C

i
ri ∨ ¬yAi} (1)

and as soft clauses the multiset

m⋃
i=1

yAi
∪

n⋃
j=m+1

Aj . (2)

Example 3. Given the multiset of propositional formulas

{x1 ∧ (¬x1 ∨ x2), (x3 ∨ x2) ∧ (¬x3 ∨ x2),¬x1 ∨ ¬x2},

whose formulas are in CNF, we derive the partial MaxSAT

instance that contains the following hard clauses:

x1 ∨ ¬y1
¬x1 ∨ x2 ∨ ¬y1
x3 ∨ x2 ∨ ¬y2
¬x3 ∨ x2 ∨ ¬y2

and the following soft clauses:

y1
y2
¬x1 ∨ ¬x2

The following proposition states that the minimum num-

ber of propositional formulas that can be unsatisfied in

the input multiset is equal to the the minimum number of

soft clauses that can be unsatisfied in the resulting Partial

MaxSAT instance.

Proposition 3. The improved MaxSAT clausal form trans-
formation is cost preserving.

Proof It follows from the fact that all the occurrences of

the auxiliary variables yAi in the hard part of the improved

MaxSAT clausal form have negative polarity. Then, when

at least one clause of the direct SAT clausal form of the

propositional formula Ai is unsatisfied, yAi
must be set to

false to satisfy the hard part and the unit soft clause yAi

becomes unsatisfied. In this way, an optimal assignment of

the input multiset of propositional formulas unsatisfies Ai

iff an optimal assignment of the improved MaxSAT clausal

form unsatisfies the unit clause yAi
, which is the single soft

clauses related to Ai. �

The main problem of the two preceding transformations

is that they can produce multisets of clauses whose size is

exponential in the size of the corresponding input proposi-

tional formulas due to the application of the distributivity

rules.
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3.3 The Tseitin-style MaxSAT clausal form trans-
formation

The way of obtaining a clausal form from a propositional

formulaAwith the Tseitin transformation [25] in SAT relies

on adding an auxiliary variable yρ for each subformula ρ of

A that is not a literal. Each auxiliary variable yρ renames

a subformula ρ, depending on its top-most connective, by

adding one of the following equivalences:

• yρ ↔ yB ◦ yC if ρ = B ◦ C and ◦ ∈ {∧,∨,↔,→}
• yρ ↔ ¬yB if ρ = ¬B

where B and C are subformulas of ρ, and yB (yC) is equal

to B (C) if B (C) is a literal.

More precisely, given a propositional formulaA that it is

not a clause, the Tseitin transformation derives the follow-

ing clausal form:

{yA} ∪

⎛
⎜⎜⎜⎜⎜⎝

⋃

ρ ∈ SF (A)
ρ 
∈ Lit(A)

Def(A, ρ)

⎞
⎟⎟⎟⎟⎟⎠

(3)

where yA is the auxiliary variable associated to A, SF (A)
is the set of subformulas of A, Lit(A) is the set of literals

occurring in A, and Def(A, ρ) is the definition of subfor-

mula ρ in A (see Definition 4).

Definition 4. Given a propositional formula A and a sub-

formula ρ of A that is not a literal, the definition of subfor-

mula ρ in A, denoted by Def(A, ρ), is defined as follows:

• If ρ = B ∧ C, then

Def(A, ρ) = {¬yρ ∨ yB ,¬yρ ∨ yC , yρ ∨¬yB ∨¬yC}

• If ρ = B ∨ C, then

Def(A, ρ) = {¬yρ ∨ yB ∨ yC , yρ ∨ ¬yB , yρ ∨ ¬yC}

• If ρ = B → C, then

Def(A, ρ) = {¬yρ ∨ ¬yB ∨ yC , yρ ∨ yB , yρ ∨ ¬yC}

• If ρ = B ↔ C, then

Def(A, ρ) = {yρ ∨ yB ∨ yC , yρ ∨ ¬yB ∨ ¬yC ,
¬yρ ∨ ¬yB ∨ yC ,¬yρ ∨ yB ∨ ¬yC}

• If ρ = ¬B, then

Def(A, ρ) = {¬yρ ∨ ¬yB , yρ ∨ yB}

Example 4. The Tseitin-style SAT clausal form transforma-

tion of the propositional formula (¬x1 ↔ x1) ∧ (¬x2 ↔
x2) of Example 1 is as follows:

{y1,
¬y1 ∨ y2,¬y1 ∨ y3, y1 ∨ ¬y2 ∨ ¬y3,
¬y2 ∨ x1,¬y2 ∨ ¬x1,
¬y3 ∨ x2,¬y3 ∨ ¬x2}

where y1 denotes y(¬x1↔x1)∧(¬x2↔x2), y2 denotes

y(¬x1↔x1) and y3 denotes y(¬x2↔x2). Note that the second

line corresponds to y1 ↔ y2 ∧ y3, the thirth line to y2 ↔
(¬x1 ↔ x1) and the fourth line to y3 ↔ (¬x2 ↔ x2).

The following definition describes a Tseitin-style clausal

form transformation for MaxSAT.

Definition 5. Let φ = {A1, . . . , Am, . . . , An} be a mul-

tiset of propositional formulas such that A1, . . . , Am are

not clauses and Am+1, . . . , An are clauses, and let T (Ai)
be the multiset of clauses derived by applying Equation 3

for i = 1, . . . ,m. The Tseitin-style MaxSAT clausal form

transformation of φ is the Partial MaxSAT instance that has

as hard clauses the multiset

m⋃
i=1

(T (Ai) \ {yAi
}) (4)

and as soft clauses the multiset

m⋃
i=1

yAi
∪

n⋃
j=m+1

Aj . (5)

Example 5. The Tseitin-style MaxSAT clausal form trans-

formation of φ = {x1∧x2, x3∧x4,¬x1∨¬x3,¬x2∨¬x4}
is the Partial MaxSAT instance that has the following hard

clauses:

¬y1 ∨ x1
¬y1 ∨ x2
y1 ∨ ¬x1 ∨ ¬x2
¬y2 ∨ x3
¬y2 ∨ x4
y2 ∨ ¬x3 ∨ ¬x4

and the following soft clauses:

y1
y2
¬x1 ∨ ¬x3
¬x2 ∨ ¬x4

Proposition 6. The Tseitin-style MaxSAT clausal form
transformation is cost preserving.
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Proof It follows from the following fact: In the multiset of

clauses T (Ai) \ {yAi}, for every pair of clauses of the form

yρ∨D and ¬yρ∨D′ inDef(A, ρ), whereD andD′ are dis-

junctions of literals, it holds that there is a literal l inD such

that ¬l is in D′, and there is a literal l′ in D′ such that ¬l′ is

in D. This implies that, for each auxiliary variable yρ, the

block of clauses of the form yρ∨D and the block of clauses

of the form ¬yρ ∨D′ cannot be simultaneously unsatisfied.

Thus, by setting adequately the auxiliary variables, we can

build a satisfying assignment of T (Ai) \ {yAi
}. When the

satisfaction of T (Ai) \ {yAi
} forces yAi

to be true, then

Ai is satisfied; and when it forces yAi to be false, then Ai

is unsatisfied. Therefore, the minimum number of unsatis-

fied soft clauses in the Tseitin-style MaxSAT clausal form is

equal to the minimum number of unsatisfied formulas in the

input multiset of propositional formulas. Note that the soft

unit clause yAi
is the single soft clause related toAi and the

variable yAi does not appear in the Tseitin transformations

of the rest of formulas of the input multiset. �

Taking into account the argument in the proof of Propo-

sition 6 that states that, for every auxiliary variable yρ, the

block of clauses of the form yρ∨D and the block of clauses

of the form ¬yρ ∨D′ cannot be simultaneously unsatisfied,

it turns out that, an optimal assignment of the input multiset

of formulas unsatisfies Ai iff an optimal assignment of the

(SAT) Tseitin clausal form unsatisfies yAi
. Hence, in con-

trast to the direct transformation, the Tseitin transformation

preserves the minimum number of unsatisfied formulas.1

Proposition 7. The Tseitin transformation is cost preserv-
ing.

However, from a practical point of view, our preliminary

tests indicate that using the Tseitin-style MaxSAT clausal

form transformation is more efficient than using directly the

Tseitin transformation.

3.4 Dealing with weights

If we associate a weight to each propositional formula,

this weight can be easily incorporated into the clausal form

transformations defined so far. In the case of the di-

rect MaxSAT clausal form transformation, we associate the

weight of the formula to each clause related to that formula;

it works because at most one of such clauses can be unsat-

isfied in the derived MaxSAT instance.The same happens if

we use directly the Tseitin transformation. In the case of the

improved and Tseitin-style MaxSAT clausal form transfor-

mations, we associate the weight of the formula Ai to the

soft unit clause yAi
, which is the single soft clause related

to Ai.

1It has not been reported before, to the best of our knowledge, that the

Tseitin transformation is cost preserving.

If we consider hard formulas, we can add as hard clauses

any SAT clausal form transformation of the hard formulas.

We do not need to use any MaxSAT clausal form transfor-

mations because hard clauses are always satisfied in any op-

timal solution.

Example 6. Given the multiset of propositional formulas

φ = {x1∧ (¬x1∨x2), (x3∨x2)∧ (¬x3∨x2),¬x1∨¬x2}
of Example 3, if we assign a weight of 3 to the first formula

of φ, a weight of 2 to the second formula and a weight of 5

to the third formula, we get the improved MaxSAT clausal

form consisting of the following hard clauses:

x1 ∨ ¬y1
¬x1 ∨ x2 ∨ ¬y1
x3 ∨ x2 ∨ ¬y2
¬x3 ∨ x2 ∨ ¬y2

and the following soft clauses:

(y1, 3)
(y2, 2)
(¬x1 ∨ ¬x2, 5)

Example 7. Given the multiset of propositional formulas

φ = {x1 ∧ x2, x3 ∧ x4,¬x1 ∨ ¬x3,¬x2 ∨ ¬x4} of Ex-

ample 5, if we assign a weight of 2 to the first two formulas

and a weight of 5 to the last two formulas, and introduce the

hard constraint x1 ↔ x4, we get the Tseitin-style MaxSAT

clausal form consisting of the following hard clauses:

¬y1 ∨ x1
¬y1 ∨ x2
y1 ∨ ¬x1 ∨ ¬x2
¬y2 ∨ x3
¬y2 ∨ x4
y2 ∨ ¬x3 ∨ ¬x4
y3
y3 ∨ x1 ∨ x4
y3 ∨ ¬x1 ∨ ¬x4
¬y3 ∨ ¬x1 ∨ x4
¬y3 ∨ x1 ∨ ¬x4

and the following soft clauses:

(y1, 2)
(y2, 2)
(¬x1 ∨ ¬x3, 5)
(¬x2 ∨ ¬x4, 5)

4 Concluding remarks

We have defined three MaxSAT clausal form transforma-

tions, called direct, improved and Tseitin-style transforma-

tions. The proposed transformations preserve the minimum
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number of unsatisfied formulas. Moreover, we have shown

that the Tseitin transformation is cost preserving. To the

best of our knowledge, this is the first contribution towards

non-clausal MaxSAT solving. Thanks to the presented re-

sults, non-clausal MaxSAT instances can be solved with ex-

isting clausal MaxSAT solvers.

As future work, we plan to extend the results on clause

MaxSAT tableaux [15] to obtain a complete tableau calcu-

lus for non-clausal MaxSAT. Another interesting research

line is to compare non-clausal MinSAT with MinSAT [16,

17]. From the multiple-valued logic perspective, it could

be interesting to extend the results of this paper to derive

cost-preserving signed clausal forms [8].
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[2] C. Ansótegui, J. Gabàs, and J. Levy. Exploiting subproblem

optimization in SAT-based MaxSAT algorithms. J. Heuris-
tics, 22(1):1–53, 2016.
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