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Abstract—The paper proposes a new geometric approach to the stabilization of a hierarchical formation of unicycle robots. Hierarchical formations consist of elementary leader–follower units disposed on a rooted tree: each follower sees its relative leader as a fixed point in its own reference frame. Robots’ linear velocity and trajectory curvature are forced to satisfy some given bounds. The major contribution of the paper is to study the effect of these bounds on the admissible trajectories of the main leader. In particular, we provide recursive formulas for the maximum velocity and curvature allowed for the main leader, so that the robots can achieve the desired formation while respecting their input constraints. An original formation control law is proposed and the asymptotic stabilization is proved. Simulation experiments illustrate the theory and show the effectiveness of the proposed designs.

Index Terms—Formation control, mobile robots, motion control, multiagent systems, nonlinear systems.

I. INTRODUCTION

Recent years have witnessed a growing interest in robotics, in motion coordination and cooperative control of multiagent systems [1]–[3]. In this respect, several new problems, such as, e.g., consensus [4], [5], rendezvous [6], [7], coverage [8], connectivity maintenance [9], [10], and formation control, have been formulated and solved using tools coming from computer science and control theory. Among them, for its wide range of applicability, the formation control problem received a special attention and stimulated a great deal of research [11]–[15].

By formation control, we simply mean the problem of controlling the relative position and orientation of the robots in a group while allowing the group to move as a whole. Typical working scenarios of robot formations are terrain and utilities inspection, disaster monitoring, environmental surveillance, search and rescue, structures moving and assembling, and planetary exploration. Research on formation control dealt with ground vehicles [16], [17], autonomous underwater vehicles (AUVs) [18], [19], unmanned aerial vehicles (UAVs) [20], [21], and microsatellites [22], [23].

One of the main approaches to formation control is leader-following [24]–[26]. A robot of the formation, designed as the leader, moves along a predefined trajectory, while the other robots, the followers, are to maintain a desired distance and orientation to the leader. Leader–follower architectures are known to have poor disturbance rejection properties. In addition, the overreliance on a single agent to achieve the goal may be undesirable, especially in adverse conditions. Nevertheless, the leader–follower approach is particularly appreciated for its simplicity and scalability.

This paper extends our previous work [27] on the stabilization of a leader–follower pair of robots, to hierarchical formations of unicycles with input constraints. Hierarchical formations are characterized by elementary leader–follower units, whose interconnection is described by a rooted tree graph (see Fig. 1). The main leader $R_0$ guides the formation, while all the other robots $R_i$ act both as followers and leaders (with the exception of the leaves of the tree, which are only followers).

The original contribution of this paper with respect to the existing literature is twofold.

1) Each follower in the formation has to maintain a desired distance and orientation to its relative leader with respect to its own local reference frame.

2) The velocity and the curvature admissible for each follower in the formation are assumed to be bounded. The maximum velocity and curvature that are allowed for the main leader are determined through recursive formulas and a stabilizing controller is designed for each robot, so that the desired formation is asymptotically achieved and the input constraints are respected.

A peculiar feature of the proposed control strategy is that at steady state the whole formation is not rigid but changes its shape according to the motion of the main leader. Each follower’s position is not fixed in the reference frame of its relative leader, but it varies in time in a suitable circle arc fixed in the relative leader’s frame.

The rest of the paper is organized as follows. In Section II, some basic definitions are provided and the problem studied in the paper is formulated. In Sections III and IV, an original solution to the stabilization
problem of a two-robot and a multirobot formation is proposed. In Section V, simulation experiments illustrate the theory and show the effectiveness of the proposed designs. In Section VI, the main contributions of the paper are summarized and future research directions are highlighted.

The following notation will be used throughout the paper:
\[ a, b \in \mathbb{R}, \ a \land b = \min\{a, b\}, \ a \lor b = \max\{a, b\}, \ \forall t > 0, \ \text{sign}(t) = 1; \ \forall t < 0, \ \text{sign}(t) = -1; \ \forall x = (x_1, \ldots, x_n)^T, \ y = (y_1, \ldots, y_n)^T \in \mathbb{R}^n (n \geq 1), (x, y) = \sum_{i=1}^{n} x_i y_i, \|x\| = \sqrt{x_i x_i}; \ \forall \theta \in \mathbb{R}, \ \tau(\theta) = (\cos \theta, \ \sin \theta)^T, \ \nu(\theta) = (-\sin \theta, \ \cos \theta)^T; \ \mathbb{S}^1 \text{ denotes the quotient space } \mathbb{R}/\mathbb{Z} \text{ equipped with the canonical topology, } \mathbb{Z} \text{ being the equivalence relation } x \sim y \Leftrightarrow x - y = 2m\pi, \ m \in \mathbb{Z}. \]

II. BASIC DEFINITIONS AND PROBLEM FORMULATION

Consider the following definition of robot as a velocity-controlled unicycle model.

Definition 1: \( \mathbf{R} = (x, y, \theta)^T \in \mathbb{C}((0, +\infty), \mathbb{R}^3) \) is called a unicycle robot with initial condition \( \mathbf{R} = (x, y, \theta)^T \in \mathbb{C}((0, +\infty), \mathbb{R}^3) \) if the following system is verified:

\[
\begin{align*}
\dot{x} &= v \cos \theta \\
\dot{y} &= v \sin \theta \\
\dot{\theta} &= \omega
\end{align*}
\]

System (1) represents the differential kinematics of the unicycle robot, and \( \forall t \geq 0 \) such that \( \kappa(t) \neq 0, t(t)/v(t) \) is the curvature of the path followed by the robot at time \( t \).

Let us denote the position of \( \mathbf{R} \) at time \( t \) by \( P(t) = (x(t), y(t))^T, \theta(t) \) its heading, \( \tau(\theta(t)) \) the normalized velocity vector, and \( \nu(\theta(t)) \) the normalized vector orthogonal to \( \tau(\theta(t)) \). Hence, \( \{\tau(\theta(t)), \nu(\theta(t))\} \) represents the robot reference frame at time \( t \) (see Fig. 2).

Definition 2: The triple \( (D, \Phi, \mathcal{N}) \), where \( D = (d_1, d_2, \ldots, d_n)^T \in \mathbb{R}^n, \ \Phi = (\phi_1, \phi_2, \ldots, \phi_n)^T \in \mathbb{R}^n, \ \text{and} \ \mathcal{N} = (l_1, l_2, \ldots, l_n)^T \in \mathbb{R}^n, \) is said to be admissible (to make a formation), if \( \forall i = 1, \ldots, n, d_i > 0, |\phi_i| < \pi/2, \) and \( l_i = 0, \ldots, i - 1 \).

The following definition introduces the notion of hierarchical formation (or \( (D, \Phi, \mathcal{N}) \)-formation) used throughout the paper (see Fig. 3).

Definition 3: Let \( (D, \Phi, \mathcal{N}) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{N}_0 \) be an admissible triple. We say that \( n + 1 \) robots \( \mathbf{R}_0, \mathbf{R}_1, \ldots, \mathbf{R}_n \) are in \( (D, \Phi, \mathcal{N}) \)-formation with leader \( \mathbf{R}_0 \) at time \( t \), if \( \forall i = 1, \ldots, n, \)

\[
P_i(t) = P_i(t) + d_i \tau(\theta_i(t) + \phi_i)
\]

and simply that \( \mathbf{R}_0, \mathbf{R}_1, \ldots, \mathbf{R}_n \) are in \( (D, \Phi, \mathcal{N}) \)-formation with leader \( \mathbf{R}_0 \), if (2) holds \( \forall i = 1, \ldots, n, \forall \ t \geq 0 \).

\( \mathbf{R}_0 \) guides the formation and is called the main leader. \( \mathbf{R}_i \) is the relative leader to the \( i \text{-th follower} \mathbf{R}_i, \) and each pair \( (\mathbf{R}_i, \mathbf{R}_j) \) is referred to as a leader-follower unit. Definition 3 states that \( n + 1 \) robots \( \mathbf{R}_0, \mathbf{R}_1, \ldots, \mathbf{R}_n \) are in \( (D, \Phi, \mathcal{N}) \)-formation with leader \( \mathbf{R}_0 \), if for any robot \( \mathbf{R}_i, \) the position \( P_i \) of the follower \( \mathbf{R}_i \) is always at distance \( d_i \) from the position \( P_i \) of the relative leader \( \mathbf{R}_i \), and the angle between vectors \( \tau(\theta_i) \) and \( P_i - P_i \) is constantly equal to \( \phi_i \), i.e., the position \( P_i \) of the relative leader remains fixed with respect to the reference frame \( \{\tau(\theta_i), \nu(\theta_i)\} \). Notice that we use the expression hierarchical formation because giving \( \mathcal{N} \) is equivalent to assign a relative leader to each robot and this defines a partial ordering in the set of the robots, which is usually called a hierarchy. Note also that usually in the literature, the follower’s position is kept fixed with respect to the frame of the leader (see, e.g., [24] and [26]). On the contrary, in the proposed setup, it is the relative leader’s position that is kept fixed in each follower’s reference frame.

An equivalent way to state Definition 3 is the following. Set the error vector

\[
E_i(t) = P_i(t) - (P_i(t) + d_i \tau(\theta_i(t) + \phi_i))
\]

then \( \mathbf{R}_0, \mathbf{R}_1, \ldots, \mathbf{R}_n \) are in \( (D, \Phi, \mathcal{N}) \)-formation with leader \( \mathbf{R}_0 \) if and only if \( E_i(t) = 0 \forall i = 1, \ldots, n, \forall \ t \geq 0. \)

It is worth noting that hierarchical formations represent rooted trees in the context of graph theory. In the special case that \( \ell_i = 0 \) for all \( i, \) all the robots have \( \mathbf{R}_0 \) as relative leader, while \( \ell_i = 1 \) for all \( i, \) a "convoy-like" formation is obtained, i.e., a formation where the \( i \text{-th robot has the } (i - 1) \text{-th as relative leader}. Finally, note that if \( n = 1, \) then \( D = d_1, \Phi = \phi_1, \mathcal{N} = 0 \), i.e., \( \mathbf{R}_0 \) and \( \mathbf{R}_1 \) are in \( (d_1, \phi_1, 0) \)-formation with leader \( \mathbf{R}_0 \), which is the case considered in [27] (see Fig. 4).

Definition 4: Let \( (D, \Phi, \mathcal{N}) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{N}_0 \) be an admissible triple. We say that \( n + 1 \) robots \( \mathbf{R}_0, \mathbf{R}_1, \ldots, \mathbf{R}_n \) are asymptotically in \( (D, \Phi, \mathcal{N}) \)-formation with leader \( \mathbf{R}_0, \) if \( \forall i = 1, \ldots, n, \)

\[
\lim_{t \to \infty} E_i(t) = P_i(t) - (P_i(t) + d_i \tau(\theta_i(t) + \phi_i)) = 0.
\]

The following problem will be studied in the next sections.
Problem 1: Let $(D, \Phi, \mathcal{N}) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{N}^n$ be an admissible triple. Let $R_0, R_1, \ldots, R_n$ be $n + 1$ robots and $V_i, K_i^-, K_i^+$, $i = 0, \ldots, n$, be real constants. Find the velocity and curvature bounds $V_0, K_0^-, K_0^+$ of robot $R_0$ that guarantee the existence of controls $v_i, \omega_i$, $i = 1, \ldots, n$, for robot $R_i$, such that for any initial condition $\bar{R}_i$, the robots $R_0, R_1, \ldots, R_n$ are asymptotically in $(D, \Phi, \mathcal{N})$-formation with leader $R_0$ and the following constraints are satisfied: $\forall i = 1, \ldots, n$ and $\forall t \geq 0$,

$$0 < v_i(t) \leq V_i, \quad K_i^-(t) \leq \kappa_i(t) \leq K_i^+.$$ 

Roughly speaking, given the curvature and velocity bounds of each follower robot, we aim to find the bounds on the velocity and curvature of the main leader such that there exist controls for the followers, for which the robots asymptotically achieve the desired formation while respecting their own velocity and curvature constraints.

III. STABILIZATION OF A TWO-ROBOT FORMATION

Before dealing with Problem 1, it is worth studying a simpler case, namely the asymptotic stabilization of a two-robot formation. To understand the choice of the controls we are going to use, consider the following remark.

Remark 1: Suppose that two robots $R_0$ and $R_1$ are in $(d_1, \phi_1, 0)$-formation with leader $R_0$. Then, it must be

$$v_1(t) = v_0(\cos(\beta_1(t) - \phi_1)) \frac{\sin \beta_1(t)}{d_1 \cos \phi_1}, \quad \omega_1(t) = v_0(\cos(\beta_1(t) - \phi_1)) \frac{\sin \beta_1(t)}{d_1 \cos \phi_1}$$

where $\beta_1(t) = \theta_1(t) - \theta_1(t)$ is the relative heading of the two robots. In fact, since $E_1(t) = F_1(t) - (P_1(t) + d_1 \theta_1(t)) \nu(\theta_1(t) + \phi_1)$, differentiating it, we get that $F_1(t) = F_1(t) + d_1 \theta_1(t) \nu(\theta_1(t) + \phi_1)$, i.e., $v_0(\cos(\theta_1(t) - \theta_1(t))) = v_1(t) \tau(\theta_1(t) + d_1 \omega_1(t) \nu(\theta_1(t) + \phi_1)$, which implies, multiplying by the rotation matrix $R(-\theta_1(t)) = \cos(\tau(-\theta_1(t)), \nu(-\theta_1(t)))$, that $v_1(t) \tau(\theta_1(t)) = v_1(t)(1, 0)^T + d_1 \omega_1(t) \nu(\phi_1)$. Therefore, it has to be

$$v_1 = v_0 \left[ \cos \beta_1 + \sin \beta_1 \frac{\sin \phi_1}{\cos \phi_1} \right] = v_0 \frac{\cos(\beta_1(t) - \phi_1)}{\cos \phi_1}$$

$$\omega_1 = v_0 \frac{\sin \beta_1}{d_1 \cos \phi_1}.$$ 

The stabilization control strategy that we are going to present consists of two steps. In the first step, $R_1$ moves with maximum linear and angular velocities until its direction is sufficiently close to that of $R_0$. In the second step, $R_1$ performs the control defined in Remark 1 with an added stabilizing term in order to reduce the error asymptotically to zero. Note that since $\forall a, a_1, a_2 \in \mathbb{R}^2$ such that $(a_1, a_2) \neq 0$, $a = (a, a_1^2/a_2(a_2^2)) (a_1, a_1) + a = (a_1^2/a_2(a_2^2)) (a_2, a_2)$ are vectors orthogonal to $a_1$ and $a_2$, respectively), then the error vector $E_1$ can be decomposed with respect to vectors $\tau(\theta_1)$ and $\nu(\theta_1 + \phi_1)$ as follows:

$$E_1 = \left( E_1, \nu(\theta_1 + \phi_1) \right) \frac{\tau(\theta_1)}{\tau(\theta_1)} + \left( E_1, \nu(\theta_1 + \phi_1) \right) \frac{\nu(\theta_1 + \phi_1)}{\nu(\theta_1 + \phi_1)}$$

$$= E_{1\tau}(\theta_1(t) + E_{1\nu}(\nu(\theta_1(t))$$

where $E_{1\tau} = \left( E_1, \tau(\theta_1 + \phi_1) \right) / \cos \phi_1$, $E_{1\nu} = \left( E_1, \nu(\theta_1) \right) / \cos \phi_1$ (see Fig. 5).

Let $\Gamma_1^0 = \{ \gamma \in S^1 \mid (K_0^0 - \epsilon) d_1 \cos \phi_1 \leq \sin \gamma \leq (K_0^0 + \epsilon) d_1 \cos \phi_1 \}$. The stabilizing controller that will be referred to in

Proposition 1 is given by

$$v_1(t) = \begin{cases} V_1, & \text{if } \beta_1(t) \notin \Gamma_1^0 \\ v_0(\cos(\beta_1(t) - \phi_1)) + \eta_1(t) E_{1\tau}(t), & \text{if } \beta_1(t) \in \Gamma_1^0 \end{cases}$$

$$\omega_1(t) = \begin{cases} V_1 K_1^+, & \text{if } \beta_1(t) \notin \Gamma_1^0 \text{ and } K_1^+ \geq 0 \\ \frac{v_0(\sin(\beta_1(t)))}{d_1 \cos \phi_1} + \eta_1(t) E_{1\nu}(t), & \text{if } \beta_1(t) \in \Gamma_1^0 \end{cases}$$

Fig. 5. Error decomposition, where $E_{1\tau} = \left( E_1, \tau(\theta_1 + \phi_1) \right) / \cos \phi_1$ and $E_{1\nu} = \left( E_1, \nu(\theta_1) \right) / \cos \phi_1$.

Fig. 6. $R_0$ and $R_1$ in $(d_1, \phi_1, 0)$-formation on two circles of radius $r_0$ and $r_1$.

which adds correcting terms proportional to the error components to the controls $v_1, \omega_1$ in (3) [see the proof of Proposition 1 in the Appendix for the definition of the proportionality factor $\eta_1(t)$]. Note that by decomposing the error $E_1$ into the components $E_{1\tau}$ and $E_{1\nu}$, we decoupled the stabilizing control of robot $R_1$. In fact, in (5), $v_1$ only depends on $E_{1\tau}$, and in (6) $\omega_1$ only depends on $E_{1\nu}$. In the Appendix, we will prove that $\Gamma_1^0$ has the following property: if $\beta_1(t) \in \Gamma_1^0$, then $\beta_1(t) \in \Gamma_1^0 \forall t \geq \tilde{t}$, i.e., $\Gamma_1^0$ is a positive controlled invariant set for $\beta_1$. The first step of the stabilization strategy ensures that there exists a time $\bar{t}$ such that $\beta_1(t) \in \Gamma_1^0$. In this way, at time $\bar{t}$ the heading of $R_1$ is sufficiently close to the heading of $R_0$. The second step of the control strategy guarantees that $\beta_1(t) \in \Gamma_1^0$, and that the two robots asymptotically converge to the desired formation.

To understand the genesis of some of the constants and constraints that appear in the statement of Proposition 1, consider the situation presented in Fig. 6, where the robots $R_0$ and $R_1$ are in $(d_1, \phi_1, 0)$-formation and follow two circles $C_0$ and $C_1$ of radius $r_0$ and curvature $K_0 > 0$, $K_1 > 0$, respectively. If $d_1 > 0$, $|\phi_1| < \pi/2$ and
$K_0 < 1/(d_1, \cos\phi_1)$, the following relations hold true:

$$r_1 = d_1 \sin\phi_1 + \sqrt{r_0^2 - d_1^2 \cos^2\phi_1},$$

$$K_1 = \frac{1}{d_1 \sin\phi_1 + \sqrt{(1/\ell_0^2) - d_1^2 \cos^2\phi_1}}. \quad (7)$$

Indeed, as shown in Proposition 1, the value of $K_1$ given in (7) is precisely the maximum positive curvature of a follower robot whose leader is following a path of maximum positive curvature less than $K_0$. An analogous reasoning can be made for negative curvatures. The following definition is introduced to provide concise statements in Proposition 1.

**Definition 5:** Let $d > 0$ and $\phi : |\phi| < \pi/2$. Define the following strictly increasing monotone functions: $\forall, \kappa \in \mathbb{R}$ such that $|\kappa| \leq 1/(d \cos\phi)$, set,

$$\chi_{d,\phi}(\kappa) = \frac{1}{d \sin\phi + (\sin\kappa) \sqrt{(1/\kappa^2) - d^2 \cos^2\phi}}$$

and $\forall \kappa \in \mathbb{R}$, set,

$$\chi_{d,\phi}^{-1}(\kappa) = \frac{\sin\kappa}{\sqrt{d^2 \cos^2\phi + ((1/\kappa) - d \sin\phi)^2}}$$

with the convention that $\chi_{d,\phi}(0) = \chi_{d,\phi}^{-1}(0) = 0$.

Therefore, in the example of Fig. 6, $K_1 = \chi_{d_1,\phi_1}(K_0)$ [see (7)] and $K_0 = \chi_{d_1,\phi_1}^{-1}(K_1)$. Let $d_1 > 0$, $\phi_1 : |\phi_1| < \pi/2$, and let $W_0, V_0, K_0^-, K_0^+, V_1, K_1$, $K_1^-$ be suitable constants such that

$$0 < W_0, V_0, V_1, K_1^- < K_1^+$$

if $\phi_1 < 0$, $\left\{1 - \frac{1}{d_1 \cos\phi_1}\right\} < K_0^- < \left\{1 - \frac{1}{d_1 \cos\phi_1}\right\}$, if $\phi_1 > 0$

if $\phi_1 \geq 0$, $\left\{1 - \frac{1}{d_1 \cos\phi_1}\right\}$, if $\phi_1 \leq 0$. \quad (8)

Set $\tilde{K}_0^- = \chi_{d_1,\phi_1}^{-1}(K_1^+)$ and

$$\tilde{V_0} = V_1 \cos\phi_1 \left(\cos(0 \land (\arcsin(K_0^+ d_1 \cos\phi_1) - \phi_1)) \land (\phi_1 - \arcsin(K_0^+ d_1 \cos\phi_1))\right)^{-1}.$$ \quad (14)

The proof of the next proposition is given in the Appendix.

**Proposition 1:** In the previous notation and hypotheses, let $\mathbf{R}_0$ be a robot that satisfies the following constraints for all $t \geq 0$:

$$0 < W_0 \leq v_0(t) \leq V_0, \quad K_0^- \leq \kappa_0(t) \leq K_0^+.$$ \quad (9)

If the following conditions are satisfied:

$$\tilde{K}_0^- < K_0^- \leq K_0^+ < \tilde{K}_0^+, \quad \tilde{V}_0 < \tilde{V}_0$$ \quad (10)

then for any initial condition $\mathbf{R}_i$ of the robot $\mathbf{R}_1$, the controls $v_1, \omega_1$ given by (5) and (6) are such that

$$\lim_{t \to \infty} E_1(t) = 0 \quad (11)$$

and the following constraints are verified for robot $\mathbf{R}_1$:

$$0 < W_1 \leq v_1(t) \leq V_1, \quad K_1^- \leq \kappa_1(t) \leq K_1^+ \quad \forall t \geq 0 \quad (12)$$

where

$$W_1 = \frac{W_0}{2 \cos\phi_1} \cos \left(\arcsin((K_0^+ + \epsilon) d_1 \cos\phi_1) - \phi_1\right)$$

$$\forall (\phi_1 - \arcsin((K_0^- - \epsilon) d_1 \cos\phi_1)) \leq \arcsin((K_0^- - \epsilon) d_1 \cos\phi_1) \leq \arcsin((K_0^+ + \epsilon) d_1 \cos\phi_1).$$ \quad (13)

and $\epsilon > 0$ is a sufficiently small constant. Furthermore, $\forall \epsilon > 0$, $\exists \ell : \forall t \geq \ell$

$$\arcsin((K_0^- - \epsilon) d_1 \cos\phi_1) \leq \theta(t) - \phi(t) \leq \arcsin((K_0^+ + \epsilon) d_1 \cos\phi_1).$$ \quad (14)

Proposition 1 states that given a follower robot $\mathbf{R}_1$ with velocity and curvature constrained by (12), if the leader $\mathbf{R}_0$ maneuvers with velocity and curvature sufficiently bounded, then the control law given by (5) and (6) allows $\mathbf{R}_1$ to asymptotically reach the formation for every initial state. The bounds on the leader’s velocity and curvature [see conditions (8) and (10)] depend on the formation’s parameters $d_1, \phi_1$, and on the follower’s capability of maneuver.

Note that condition (14) states that the difference $\theta(t) - \phi(t)$ between the robots’ headings remains bounded during the motion. The following remark gives a geometric interpretation to this property.

**Remark 2:** Let $\mathcal{A}_d(\delta, \sigma_1, \sigma_2) = \{d \tau(0) | \delta + \sigma_1 \leq \theta \leq \delta + \sigma_2\}$ be the arc of circle centered in the origin, radius $d$, angle of the reference axis $\delta$, aperture $\sigma_2 - \sigma_1$, and let $\mathcal{A}_d^3(\delta, \sigma_1, \sigma_2) = \{z \in \mathbb{R} \mid \exists z' \in \mathcal{A}_d(\delta, \sigma_1, \sigma_2) : \|z' - z\| < \epsilon\}$ be the $\epsilon$-neighborhood of $\mathcal{A}_d(\delta, \sigma_1, \sigma_2)$. Since, $\forall t \geq 0$,

$$P_1(t) = P_0(t) + d_1 \tau(t_1(t) + \phi_1) - E_1(t) = P_0(t) + d_1 \tau(t_1(t) + \phi_1 + \pi) - E_1(t) = P_0(t) + d_1 \tau(\theta(t) + \phi_1 + \pi) - (\theta_2(t) - \theta_0(t)) - E_1(t)$$

we immediately deduce from (11) and (14) that the following property holds true:

$$\forall \epsilon > 0, \exists \ell : \forall t \geq \ell, \quad P_1(t) \in P_0(t) + \mathcal{A}_d^3(0, \theta_1(t) + \phi_1 + \pi, -\arcsin(K_0^+ d_1 \cos\phi_1), -\arcsin(K_0^- d_1 \cos\phi_1)).$$

In other words, even if $P_1$ is not, in general, fixed in the leader’s reference frame $\{\tau(\theta_0(t), \nu(\theta_0(t)))\}$ during its motion, given any $\epsilon > 0$, $P_1(t)$ belongs eventually to the $\epsilon$-neighborhood of the arc of circle $\mathcal{A}_d(\theta(t), \sigma_1, \sigma_2)$, which is fixed with respect to the reference frame of robot $\mathbf{R}_0$ (see Fig. 7, where $\sigma_1 = -\arcsin(K_0^+ d_1 \cos\phi_1), \sigma_2 = -\arcsin(K_0^- d_1 \cos\phi_1), $ and $\delta = \theta_0(t) + \phi_1 + \pi$ in the case of $K_0^+ < K_0^-).$

**Remark 3:** In [27, Th. 1], it has been proved that conditions (8) and (10) with the weak inequalities are necessary and sufficient for the existence of controls that satisfy the constraints and maintain the vehicles exactly in $(d_1, \phi_1, 0)$-formation, i.e., $E_1(t) = 0 \forall t \geq 0.$

**IV. STABILIZATION OF A MULTIROBOT FORMATION**

In this section, we extend the results presented in Section III to multirobot formations. The following definitions are introduced to provide concise statements in Theorem 1.

**Definition 6:** Let $(D, \Phi, \nu) \in \mathbb{R}^n \times \mathbb{R}^n \times \mathbb{R}^n$ be an admissible triple. For every $i = 0, \ldots, n,$ let

$$\mathcal{L}_i = \{j | i < j \leq n \quad n \quad \text{and} \quad l_j = i\}$$
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be the set of the indexes \( j \) such that \( R_i \) is the relative leader of \( R_j \). Recall that \( \forall i = 1, \ldots, n, t_i \) denotes the index of the robot that is the leader of \( R_i \).

Note that \( R_i \) is a relative leader if and only if \( \mathcal{L}_i \neq \emptyset \) and it always holds that \( \mathcal{L}_i \neq \emptyset \) and \( \mathcal{L}_n = \emptyset \).

**Definition 7:** Let \( K_i^+, K_i^+ \), \( i = 1, \ldots, n \), be real constants. Set
\[
\forall i = n, n - 1, \ldots, 1,
\]
\[
\begin{align*}
K_i^- &= \max \{ K_i^-, \chi_{d, \phi}(\bar{K}_i^+) \} \mid j \in \mathcal{L}_i \\
K_i^+ &= \min \{ K_i^+, \chi_{d, \phi}(\bar{K}_i^+) \} \mid j \in \mathcal{L}_i 
\end{align*}
\]
and
\[
\begin{align*}
\bar{K}_i^- &= \max \{ \chi_{d, \phi}(\bar{K}_i^-) \} \mid j \in \mathcal{L}_i \\
\bar{K}_i^+ &= \min \{ \chi_{d, \phi}(\bar{K}_i^+) \} \mid j \in \mathcal{L}_i 
\end{align*}
\]

Note that \( \bar{K}_i^- = K_i^+ \) if \( \mathcal{L}_i = \emptyset \), and therefore, \( \bar{K}_n^+ = K_n^+ \). Moreover, \( \bar{K}_i^- \leq K_i^+_\) if \( K_i^- \leq K_i^+ \) by the monotonicity of \( \chi^{-1} \).

**Definition 8:** Let \((D, \Phi, \mathcal{M}) \in \mathbb{R}^{n} \times \mathbb{R}^{n} \times \mathbb{N}^{n} \) be an admissible triple. Suppose that \( \forall i = 1, \ldots, n - 1, \) \[
\begin{aligned}
&\text{if } \phi_i < 0, \quad \frac{1}{d_i \cos \phi_i} < K_i^- \leq K_i^+ < \frac{1}{d_i \cos \phi_i}, \\
&\text{if } \phi_i \geq 0, \quad -\frac{1}{d_i} < K_i^- \leq K_i^+ < \frac{1}{d_i}, \\
&\text{if } \phi_i = 0, \quad \frac{1}{d_i \cos \phi_i} < K_i^- \leq K_i^+ < \frac{1}{d_i \cos \phi_i},
\end{aligned}
\]

is satisfied. Then, \( \forall i = 1, \ldots, n, \) we have
\[
-\frac{\pi}{2} < \arcsin(K_i^+ d_i \cos \phi_i) - \phi_i \leq \arcsin(K_i^- d_i \cos \phi_i) - \phi_i < \frac{\pi}{2}.
\]

Therefore, the following constants are well defined \( \forall i = n, n - 1, \ldots, 1: \)

\[
\begin{aligned}
\bar{V}_i &= \min \{ V_i, \bar{V}_j \cos \phi_j (\cos(0 \wedge (\arcsin(K_i^- d_i \cos \phi_i) - \phi_i)) \}
&\wedge (\phi_j - (\arcsin(K_j^+ d_j \cos \phi_j))))^{-1} \mid j \in \mathcal{L}_i \}
\end{aligned}
\]

and
\[
\begin{aligned}
\bar{V}_0 &= \min \{ \bar{V}_j \cos \phi_j (\cos(0 \wedge (\arcsin(K_0^+ d_i \cos \phi_i) - \phi_i)) \}
&\wedge (\phi_j - (\arcsin(K_0^- d_i \cos \phi_j))))^{-1} \mid j \in \mathcal{L}_0 \}
\end{aligned}
\]

Note that \( \bar{V}_i = V_i \) if \( \mathcal{L}_i = \emptyset \); therefore, \( \bar{V}_n = V_n \).

In the following, we will refer to the expressions in Definitions 7 and 8 as constraints propagation formulas.

We are now ready to deal with Problem 1 and state the main theorem of the paper. The proof is reported in the Appendix. Given an admissible triple \((D, \Phi, \mathcal{M}) \) and \( n + 1 \) robots \( R_0, R_1, \ldots, R_n \) with preassigned velocity and curvature constraints, the following theorem presents a method to determine the corresponding bounds on the velocity and curvature of the main leader \( R_0 \), such that the robots asymptotically achieve the desired formation while respecting their constraints at all times.

**Theorem 1 (Main theorem):** Let \((D, \Phi, \mathcal{M}) \in \mathbb{R}^{n} \times \mathbb{R}^{n} \times \mathbb{N}^{n} \) be an admissible triple, \( R_0, R_1, \ldots, R_n \) be \( n + 1 \) robots, and \( V_i > 0 \), \( K_i^- \leq K_i^+ \), \( i = 0, \ldots, n \), be \( 3(n + 1) \) real constants, such that \( \forall i = 1, \ldots, n, \) condition (15) is satisfied. Suppose that there exists a constant \( W_0 \) such that
\[
0 < W_0 \leq v_0(t) \leq V_0, \quad K_0^- \leq k_0(t) \leq K_0^+.
\]

Let \( \bar{K}_0^-, \bar{K}_0^+ \), and \( \bar{V}_0 \) be as given in Definitions 7 and 8. If the following conditions are satisfied:
\[
\bar{K}_0^- < K_0^- \leq K_0^+ < \bar{K}_0^+, \quad V_0 < \bar{V}_0
\]

then there exist \( 2n + 1 \) suitable controls \( v_i, \omega_i, i = 1, \ldots, n, \) such that the robots \( R_0, R_1, \ldots, R_n \) are asymptotically in \((D, \Phi, \mathcal{M})\)-formation with leader \( R_0 \), and the following conditions are fulfilled:
\[
0 < W_i \leq v_i(t) \leq V_i, \quad K_i^- \leq k_i(t) \leq K_i^+ \quad \forall t \geq 0
\]

where \( W_i \) is given in (29) (see the Appendix). Moreover, \( e_\alpha > 0, \exists t_i : \forall t \geq t_i, \)
\[
P_i(t) = P_i(t) + A_i(\theta_i(t) + \phi_i + \pi, -\arcsin(K_i^+ d_i \cos \phi_i)
- \arcsin(K_i^- d_i \cos \phi_i)) \quad \forall i = 1, \ldots, n, \)

**Remark 4:** Hypothesis (17) guarantees that the leader’s allowed maximum and minimum curvatures \( K_0^-, K_0^+ \) are strictly contained in the set \( \{ \bar{K}_0^-, \bar{K}_0^+ \} \) of leader’s curvature values that are compatible with all the followers’ bounds and, similarly, that the leader’s maximum velocity \( V_0 \) is lower than the maximum velocity \( \bar{V}_0 \) compatible with all the followers’ constraints.

**Remark 5:** As shown in the proof in the Appendix, under the hypotheses of Theorem 1, if we set \( \gamma = \{ \gamma_i \} = \{ \{ K_i^- - \epsilon \} d_i \cos \phi_i \leq \sin \gamma \leq (K_i^+ + \epsilon) d_i \cos \phi_i \} \) and \( \beta_i(t) = \theta_i(t) - \theta(t) \), the controls
\[
\begin{align*}
v_i(t) &= \begin{cases}
V_i & \text{if } \beta_i(t) \notin \Gamma_i^1 \\
v_i(t) \cos(\beta_i(t) - \phi_i) + \eta_i(t) E_i(t) & \text{if } \beta_i(t) \in \Gamma_i^1,
\end{cases}
\end{align*}
\]

is satisfied. Then, \( \forall i = 0, \ldots, n \), we have
\[
-\frac{\pi}{2} < \arcsin(K_i^+ d_i \cos \phi_i) - \phi_i < \arcsin(K_i^- d_i \cos \phi_i) - \phi_i < \frac{\pi}{2}.
\]

Therefore, the following constants are well defined \( \forall i = n, n - 1, \ldots, 1: \)

\[
\begin{aligned}
\bar{V}_i &= \min \{ V_i, \bar{V}_j \cos \phi_j (\cos(0 \wedge (\arcsin(K_i^- d_i \cos \phi_i) - \phi_i)) \}
&\wedge (\phi_j - (\arcsin(K_j^+ d_j \cos \phi_j))))^{-1} \mid j \in \mathcal{L}_i \}
\end{aligned}
\]

and
\[
\begin{aligned}
\bar{V}_0 &= \min \{ \bar{V}_j \cos \phi_j (\cos(0 \wedge (\arcsin(K_0^- d_i \cos \phi_i) - \phi_i)) \}
&\wedge (\phi_j - (\arcsin(K_0^- d_i \cos \phi_j))))^{-1} \mid j \in \mathcal{L}_0 \}
\end{aligned}
\]
chose

where $M_i$ are positive gain constants.

V. SIMULATION EXPERIMENTS

Simulation experiments have been conducted to illustrate the theory and show the effectiveness of the formation controller presented in Section IV.

We considered the $(D, \Phi, \mathcal{N})$-formation reported in Fig. 3, with $d_1 = 2$ m, $d_2 = d_3 = 1$ m, $\Phi_1 = 4\pi/9$ rad and $\Phi_2 = \Phi_3 = \pi/6$ rad. The initial conditions of the robots are $\mathbf{R}_0 = (5, 2.5, \pi/3)^T$, $\mathbf{R}_1 = (7, -1, \pi/4)^T$, $\mathbf{R}_2 = (4.5, 0, \pi/10)^T$, and $\mathbf{R}_3 = (5.8, -0.5, \pi/6)^T$. The main leader $\mathbf{R}_0$ moves along a circular path, with velocities $v_0(t) = 1.2$ m/s and $\omega_0(t) = 0.25$ rad/s. We chose $w_0 = 1$ m/s, $v_1 = 1.5$ m/s, $v_2 = v_3 = 3$ m/s, $K_1^\circ = -0.25$ rad/m, $K_0^\circ = 0.5$ rad/m, $K_1^- = K_2^- = K_3^- = -0.5$ rad/m, and $K_1^+ = K_2^+ = K_3^+ = 1$ rad/m. With these values, condition (15) is satisfied for $i = 1, 2, 3$, and inequalities (16) hold true. Note that in this case, $\mathcal{L}_0 = \{1, 2\}$, $\mathcal{L}_1 = \mathcal{L}_2 = \emptyset$, and $\mathcal{L}_3 = \{3\}$. Using the constraints propagation formulas given in Definitions 7 and 8, we get the bounds $\bar{K}_0^\circ$, $\bar{K}_0^-$ and $\bar{V}_0$. It is easy to verify that $\bar{K}_0^\circ$, $\bar{K}_0^-$, and $\bar{V}_0$ satisfy condition (17). The gains $M_1$, $M_2$, and $M_3$ in (20) were set to 1. Fig. 8 shows the trajectory of the robots and the arcs of circle $A_i^\circ(\theta_i(t) + \phi_i + \pi, -\arcsin(K_i^0_d_i \cos \phi_i), -\arcsin(K_i^0 d_i \cos \phi_i))$, $i = 1, 2, 3$ are defined in Remark 2 ($\epsilon = 10^{-3}$). In order to have a temporal reference in the figure, the vehicles are drawn in every 2 s. Note that after about 9 s, the robots achieve the desired formation. Fig. 9 shows that the norm of the errors $E_1$, $E_2$, and $E_3$ asymptotically converges to zero.

VI. CONCLUSION AND FUTURE WORK

The paper presents a new geometric approach to the stabilization of a hierarchical formation of unicycle robots. The major contribution of the work is the study of the effect of robots’ input constraints on the admissible trajectories of the leader guiding the formation. In particular, we provide recursive formulas for the maximum velocity and curvature of the main leader, such that all the other robots can follow the relative leaders while respecting their input constraints. An original formation control strategy is proposed and the asymptotic stabilization is proved.

Future research lines include the extension of our results to vehicles with more involved kinematics (e.g., car-like robots) and the insertion of communication constraints among the agents into our model.

APPENDIX

A. Proof of Proposition 1

Let us take any $\epsilon > 0$ sufficiently small such that

$$\begin{align*}
\text{if } \phi_1 < 0, & \quad -\frac{1}{d_1 \cos \phi_1} \leq K_0^\circ - \epsilon \\
\text{if } \phi_1 \geq 0, & \quad -\frac{1}{d_1} \leq K_0^- + \epsilon < \frac{1}{d_1 \cos \phi_1}, \quad \text{if } \phi_1 > 0 \\
& \quad \frac{1}{d_1}, \quad \text{if } \phi_1 \leq 0 \\
& \quad \bar{K}_0^\circ < \bar{K}_0^- - \epsilon \leq \bar{K}_0^- + \epsilon < \bar{K}_0^+ \\
& \quad V_0 \cos \left( \theta - \arcsin((K_0^- + \epsilon) d_i \cos \phi_1) - \phi_1 \right) < V_1 \cos \phi_1.
\end{align*}$$

(21)

Let the controls be given by (5) and (6), where

$$\begin{align*}
\eta_i(t) = & \frac{(v_0(t) - W_0/2) \cos(\beta_i(t) - \phi_i)}{|E_i(t), \tau(\theta_i(t) + \phi_i)|} \\
& \wedge \frac{(K_1^- + 2 - \kappa_0(t)) \wedge (\kappa_0(t) - (K_1^- - 2/3)) d_i \cos \phi_1}{|E_i(t), \nu(\theta_i(t))|} \\
& \wedge \frac{V_1 \cos \phi_i - v_0(t) \cos(\beta_i(t) - \phi_i)}{|E_i(t), \nu(\theta_i(t))|} \\
& \wedge \frac{v_0(t) (K_1^- d_i \cos(\beta_i(t) - \phi_i) - \sin(\beta_i(t)) - \arcsin(K_i^0 d_i \cos \phi_i))}{|E_i(t), \nu(\theta_i(t))| + |K_1^-| |E_i(t), \tau(\theta_i(t) + \phi_i)|}
\end{align*}$$

Fig. 8. Trajectory of the robots and arcs of circle $A_i^\circ(\theta_i(t) + \phi_i + \pi, -\arcsin(K_i^0 d_i \cos \phi_i), -\arcsin(K_i^0 d_i \cos \phi_i))$, $i = 1, 2, 3$.

Fig. 9. Norm of the errors $E_1$, $E_2$, and $E_3$.
\[ \forall \beta \in \Gamma_1, \exists \tau (\beta) = \arcsin(\frac{1}{\sqrt{1 - (\cos(\beta) \cos(\phi))}}) \]

In fact, suppose, for instance, that \( \phi_1 > 0 \), by (14) and (8), we have \( \beta_1(t) - \phi_1 \leq \arcsin((K_0^+ + \epsilon) d_1 \cos \phi_1) - \phi_1 < \arcsin(1 - \phi_1) = (\pi/2) - \phi_1 \) and \( \beta_1(t) - \phi_1 \geq \arcsin((K_0^- - \epsilon) d_1 \cos \phi_1) - \phi_1 > -\arcsin(\cos \phi_1) - \phi_1 = -\pi/2 \), which implies (25) and (13). Furthermore, by (5) and (22), we have \( v_1(t) \leq V_1 \forall t \geq 0 \). To verify constraints (12) for \( \kappa_1(t) \), first note that all of them are verified by (5) and (6) if \( t \in [0, \bar{t}] \). If \( t \geq \bar{t} \), since \( \eta_1(t) > 0 \), then (26) hold (by the bottom of this page), because, by (22)

\[ \eta_1(t) \leq \frac{v_0(t)(K_0^+ d_1 \cos \beta_1(t) - \phi_1) - \sin \beta_1(t)}{|E_1(t), \nu(\theta(t))| + |K_1^+| ||E_1(t), \tau(\theta(t) + \phi_1)||} \]

and analogously, \( \kappa_1(t) \geq K_1^- \forall t \geq \bar{t} \); therefore, constraints (12) are completely satisfied. To conclude the proof, it remains to verify (11). Differentiating the error \( E_1(t) \), by (5) and (6), and recalling (4), we get that \( \forall t \geq \bar{t} \)

\[ \dot{E}_1(t) = v_0(t) \tau(\theta(t)) - v_0(t) \left( \frac{\cos(\beta_1(t) - \phi_1)}{\cos \phi_1} \right) \tau(\theta(t)) + d_1 \sin(\beta_1(t)) \left( \nu(\theta(t) + \phi_1) - \nu(\theta(t)) \right) + E_1(t) \nu(\theta(t) + \phi_1) = -\eta_1(t) E_1(t) . \]

Therefore (27), \[ ||E_1(t)||^2 = 2 - 2\eta_1(t)||E_1(t)||^2 t \geq \bar{t} , \text{ and then (11) is satisfied, since the following property holds true:} \]

\[ \exists c > 0 : \eta_1(t) \geq \left( \frac{c}{||E_1(t)||^2} \right) \forall t \geq \bar{t} . \]

In fact, to verify (26), first of all note that by (9) it follows straightforwardly (\( K_0^+ + \epsilon/2 - \kappa_0(t) ) \) \( \kappa_0(t) - (K_0^- - \epsilon/2) ) \geq \epsilon/2 \forall t \geq 0. Moreover, by (21),\( V_1 \cos \phi_1 - v_0(t) \cos(\beta_1(t) - \phi_1) \geq V_1 \cos \phi_1 - V_0 \cos(\arcsin((K_0^- d_1 \cos \phi_1) - \phi_1) \geq c_0 > 0 \) and furthermore, by (14), \( \forall t \geq \bar{t} \), we have

\[ \kappa_1^- = \frac{1 - \sin \beta_1(t)}{d_1 \cos(\beta_1(t) - \phi_1)} \geq \frac{\sin(\kappa_0^+ + \epsilon)}{\sqrt{1/(K_0^+ + \epsilon)^2 - d_1^2 \cos^2 \phi_1 + d_1 \sin \phi_1}} > 0 \]

since \( (K_0^+ + \epsilon) < K_0^+ \), which implies that \( \exists c > 0 \) such that \( K_0^- d_1 \cos(\beta_1(t) - \phi_1) - \sin \beta_1(t) \geq c_3 \); analogously, \( \exists c_4 > 0 \), such that \( \sin \beta_1(t) - K_1^- d_1 \cos(\beta_1(t) - \phi_1) \geq c_4 \). Therefore, bringing together (25) with the previous inequalities, we obtain (26) by definition of \( \eta_1(t) \).

\[ \kappa_1(t) = \frac{\omega_1(t)}{v_1(t)} = \frac{v_0(t) \sin(\beta_1(t) - \phi_1)(E_1(t), \nu(\theta(t)))}{d_1 v_0(t) \cos(\beta_1(t) - \phi_1) + \eta_1(t) ||E_1(t), \tau(\theta(t) + \phi_1)||} \]

\[ \leq \frac{v_0(t) \sin(\beta_1(t) - \phi_1)(E_1(t), \nu(\theta(t)))}{d_1 v_0(t) \cos(\beta_1(t) - \phi_1) - \eta_1(t)(\sign K_1^-) ||E_1(t), \tau(\theta(t) + \phi_1)||} \leq K_1^+ \]

Hence \( v_1(t) \geq 0 \) \( \forall t \geq \bar{t} \), by the following property:

\[ \exists c_1 > 0 : \cos(\beta_1(t) - \phi_1) \geq c_1 \forall t \geq \bar{t} . \]
We want to verify that $\forall i = 1, \ldots, n$, we have
\[ K_i^- < \bar{K}_i^-, \quad \bar{K}_i^+ < \bar{K}_i^+. \] (27)

Note that the interval $[\bar{K}_i^-, \bar{K}_i^+]$ represents the curvature range necessary for the $i$th robot to follow its relative leader. On the other hand, the interval $[K_i^-, K_i^+]$ represents the curvature range that is compatible with the curvature constraints of the robots contained in the subtree having the robot $i$th as root. We will prove only the second inequality in (27), since the first one follows analogously. Set $i = 1$, by hypothesis (17) and monotonicity of $\chi_{d_i, \phi_i}$, we have
\[ K^+_1 = \chi_{d_1, \phi_1}(\bar{K}_0^+) = \chi_{d_1, \phi_1}(K_0^+) \]
\[ < \chi_{d_1, \phi_1}(\bar{K}_0^-) \leq \chi_{d_1, \phi_1}(\chi_{d_1^{-1}, \phi_1}(\bar{K}_1^-)) = \bar{K}_1^+. \]

By induction, let suppose that the second in (27) holds for $1 \leq i \leq m - 1$ (with $1 < m \leq n$). Since the property holds for $i = l_m$, being $1 \leq l_m \leq m - 1$, we have, as before,
\[ K^+_m = \chi_{d_m, \phi_m}(\bar{K}_m^+) < \chi_{d_m, \phi_m}(\bar{K}_m^-) \]
\[ \leq \chi_{d_m, \phi_m}(\chi_{d_m^{-1}, \phi_m}(\bar{K}_0^-)) = \bar{K}_0^+. \]

Therefore, the second in (27) holds for $i = m$. For any $\rho > 0$, let us define
\[ \bar{K}_{0,\rho} = K_0^- , \quad \bar{K}_{0,\rho} = K_0^+ \]
and $\forall i = 1, \ldots, n$
\[ \bar{K}_{i,\rho} = \chi_{d_i, \phi_i}(\bar{K}_{i,\rho}^- - \rho) , \quad \bar{K}_{i,\rho} = \chi_{d_i, \phi_i}(\bar{K}_{i,\rho}^+ + \rho) . \]

By the continuity of $\chi_{d_i, \phi_i}$, we get that $\lim_{\rho \to 0} \bar{K}_{i,\rho} = K_i^- \forall i = 1, \ldots, n$. Therefore, by (27), there exists a $\rho > 0$ such that $\forall i = 1, \ldots, n$, we have
\[ K_i^- < \bar{K}_{i,\rho} < \bar{K}_{i,\rho} < K_i^+. \] (28)

Let $\epsilon > 0$ be sufficiently small, such that
\[ K_i^- < \bar{K}_{i,\rho} - \epsilon < \bar{K}_{i,\rho} < K_i^+ + \epsilon < K_i^+ \]
and let us set $\forall i = 1, \ldots, n$
\[ W_i = \frac{W_0}{2 \cos \phi_i} \cos \left( \arcsin \left( \frac{d_i \cos \phi_i}{d_i \cos \phi_i} \right) \right) \]
\[ \vee \left( \phi_i - \arcsin \left( \frac{d_i \cos \phi_i - \epsilon}{d_i \cos \phi_i} \right) \right) . \] (29)

We now prove (18) and (19) by induction. First of all, let us take $i = 1$; in this case, (15) is exactly (8). If we apply Proposition 1 with $K_i^\pm = \bar{K}_{i,\rho}^\pm$, noting that $K_0^\pm$ in Proposition 1 is just $\chi_{d_1^{-1}, \phi_1}(\bar{K}_1^\pm)$, we get
\[ \bar{K}_0^\pm = \chi_{d_1^{-1}, \phi_1}(\bar{K}_{0,\rho}^\pm) = \chi_{d_1^{-1}, \phi_1}((\bar{K}_0^\pm - \rho) = K_0^\pm \]
which implies condition (10). Therefore, by Proposition 1, we have
\[ \lim_{t \to -\infty} E_i(t) = 0 \]
and
\[ 0 < W_1 \leq e_1(t) \leq W_1 \]
\[ K_i^- \leq \bar{K}_1^- < \bar{K}_{1,\rho}^- \leq \bar{K}_{1,\rho}^- < \bar{K}_1^+ \leq K_i^+ . \]

This means that (18) is verified for $i = 1$. Let us suppose by induction that (18) holds for $1 \leq i \leq m - 1$ (with $1 < m \leq n$), and let us take, in Proposition 1, $K_i^\pm = \bar{K}_{i,\rho}^\pm$ and $K_i^\pm = \bar{K}_{1,\rho}^\pm$. Therefore, $\bar{K}_0^\pm$

Moreover, by (15), (28), and the inductive hypotheses, we have
\[ \begin{cases} \frac{1}{d_m \cos \phi_m} , & \text{if } \phi_m < 0 , \\ \frac{1}{d_m} , & \text{if } \phi_m > 0 , \\ \frac{1}{d_m} , & \text{if } \phi_m \leq 0 . \end{cases} \]

Therefore, all the hypotheses of Proposition 1 are verified if we take, in Proposition 1, $K_0^\pm = \bar{K}_{0,\rho}^\pm$, $K_i^\pm = \bar{K}_{i,\rho}^\pm$, and $K_i^\pm = \bar{K}_{i,\rho}^\pm \pm \rho$. Then, applying it again, we obtain that (18) holds for $i = m$ and $\lim_{t \to -\infty} E_m(t) = 0$. Finally, (19) is a straight consequence of Remark 2 applied to each leader–follower unit $(R_i, R_i)$.
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Shortest Paths to Obstacles for a Polygonal Dubins Car
Paolo Robuffo Giordano and Marilena Vendittelli

Abstract—In this paper, we characterize the time-optimal trajectories leading a Dubins car in collision with the obstacles in its workspace. Due to the constant velocity constraint characterizing the Dubins car model, these trajectories form a sufficient set of shortest paths between any robot configuration and the obstacles in the environment. Based on these paths, we define and give the algorithm for computing a distance function that takes into account the nonholonomic constraints and captures the nonsymmetric nature of the system. The developments presented here assume that the obstacles and the robot are polygons although the methodology can be applied to different shapes.

Index Terms—Dubins car, Pontryagin’s maximum principle, shortest paths.

I. INTRODUCTION

In his pioneering work [1], Dubins determined the continuously differentiable curves of minimal length between any two points in the plane with assigned initial and final tangent and subject to curvature constraints. These curves are time-optimal trajectories for a wheeled mobile robot with unitary speed and bounded steering velocity. For this reason, a vehicle with constant driving velocity is known in the literature as the Dubins car. The interest arisen by this system is due to both the theoretical challenges that it provides and its practical relevance in modeling the kinematics of road vehicles, aircrafts cruising at constant altitude, or sea vessels.

The difficulty of planning for a wheeled mobile robot derives from the pure rolling constraint of the wheels that prevents the vehicle to move instantaneously toward certain directions. As a consequence, not all the paths in the configuration space are feasible for this robot, and the Euclidean metric is not appropriate for determining the distance to obstacles populating the robot environment. In a previous work [2], we have defined and showed how to compute a distance between a point-wise robot and the obstacles in its environment by taking into account the nonholonomic constraints acting on the vehicle. In this paper, we consider both the nonholonomic constraint and the shape of the robot. Specifically, we define and compute a distance in the robot configuration space that takes into account the nonholonomic constraints of the vehicle. The computation does not require the explicit representation of the configuration space obstacles and is applicable to robots and obstacles that can be modeled as planar polygons. This distance function is particularly relevant in the context of motion planners relying on obstacle distance computation, like skeletonization, potential field methods, and even sampling-based motion planners. See, e.g., [3] for an interesting discussion on the use of the obstacle distance information in planning algorithms. In particular, the correct metric information provided by the distance developed in this paper can improve the efficiency of sampling-based methods: by computing the distance to the obstacles in the environment, it is possible to adjust the resolution at which configurations along local paths are checked for collision, in the line of [4]. This avoids the difficult resolution tuning step and provides an exact solution to the collision check test for local paths.

Our work relies on Dubins’ results but adopts the optimal control approach proposed in [5] and [6]. In particular, the study of transversality conditions allows selecting a sufficient family of time-optimal trajectories whose length will determine the distance to the obstacles. A preliminary version of this paper has been presented in [7]. Here, we present a revised work extended with detailed proofs and formal equations for distance computation. The paper is organized as follows. In Section II, we summarize the basic results on time-optimal trajectories for the Dubins car. Due to the constant velocity constraint, these trajectories also minimize the path length. This is exactly the property that we exploit in defining the distance function in Section III where we also give the necessary conditions satisfied by the shortest paths bringing the robot in collision with obstacles. The distance function is based on the length of the shortest paths belonging to a sufficient family. In Section IV, we show how to reduce the cardinality of this set of paths to lower the distance computation complexity, and in Section V, we provide the formal system of equations needed for implementation. These are used in Section VI to obtain the isodistance curves on the plane for two robots with different shapes.

II. BACKGROUND MATERIAL

The kinematic model of the Dubins car considered in this paper is

\[ \dot{\xi}(t) = f(\xi(t), u(t)) = g_1(\xi(t)) + g_2(\xi(t))u(t) \]  

(1)

where \(\xi \in \mathbb{R}^2 \times S^1\) denotes the configuration of the vehicle, given by the position \((x, y)\) of a reference point \(P\), chosen as the mid point of the rear wheels’ axle, and by the orientation \(\theta\) of the vehicle w.r.t. the abscissa axis of a fixed reference frame. The drift and the input